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Competition: Some Behavioral Issues
David R. Schmitt

University of Washington

Conclusions drawn from research in the social sciences comparing the quality or quantity ofperformance
under cooperation and competiton stress the advantages of cooperation. This generalization may be
premature, however, because of the paucity of experimental analyses investigating variations in com-
petitive conditions. Neglected in particular have been variables that affect reinforcement conditions among
competitors. These include performance differences, the basis of reinforcement, reinforcer distribution,
and stimuli that indicate the performances of other competitors. These variables provide the basis for a
behavioral interpretation of performance under competition. The result is a clearer understanding of the
options that are available in instituting competitive contingencies and the areas in which experimental
analyses are needed.

The ubiquitous supervisor-subordi-
nate work setting has been the model for
a longstanding research tradition in the
social sciences. Prototypes include the
teacher-student and supervisor-worker
relations, in which contingencies are im-
posed on groups ofsubordinates in order
to maximize the quality or quantity of
some specified response. These contin-
gencies have included (a) competition, in
which a given reinforcer is distributed
unequally to persons based on their rel-
ative performances; (b) cooperation, in
which every person's performance is
reinforced when a group performance
standard has been met; and (c) an indi-
vidual contingency, in which a person re-
ceives a reinforcer when a personal per-
formance standard has been met.
A lengthy social science literature,

principally in social and educational psy-
chology, has compared the quality and
quantity of performance under these al-
ternatives- most frequently cooperation
and competition-in academic class-
rooms and laboratory problem-solving
groups (for reviews see Johnson, Maru-
yama, Johnson, Nelson, & Skon, 1981;
Miller & Hamblin, 1963; Rosenbaum,
1979; Schmitt, 1981, 1984; Slavin, 1977,
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1983). The conclusions drawn from this
literature emphasize several advantages
of cooperation over competition. First,
performance is high under cooperation
for various types of tasks, whereas it is
high under competition only for partic-
ular tasks-namely those whose solution
requires little or no collaboration among
those working on them (Miller & Ham-
blin, 1963; Schmitt, 1981). Where the
task requires collaborative activities such
as response coordination, task subdivi-
sion, or information sharing, competitive
contingencies are ineffective because they
fail to reinforce, and may punish, such
behaviors (e.g., helping other competi-
tors may make their performances su-
perior to yours). Collaboration is differ-
entially reinforced under cooperative
contingencies, however, because it in-
creases the likelihood that the reinforce-
ment criterion will be met. Second, when
situations require no collaborative activ-
ities and are therefore suitable for com-
petition, competitive performances are
little if any better than cooperative ones
(Johnson et al., 1981; Miller & Hamblin,
1963; Schmitt, 1981). Third, people re-
port greater satisfaction with the task and
those working with them under cooper-
ation (Johnson, Johnson, & Maruyama,
1983; Slavin, 1977, 1983). Such findings
have led some to urge the wider imple-
mentation of cooperative contingencies
in education (Johnson et al., 1981; Sla-
vin, 1983).

In spite of these conclusions, compe-
tition is still widely used and promoted
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in education and industry. One reason
may be the greater ease with which com-
petitive contingencies can be imposed by
a third party-a teacher or an employer,
for example. For competition, ascertain-
ing what performances are to be rein-
forced is straightforward. Performances
are simply rank ordered, often in terms
of readily discernible dimensions such as
quantity or speed. For cooperation, the
problem is more complex. A criterion for
reinforcement (e.g., number of problems
solved, or goods produced or sold) must
be set by the administrator, and perfor-
mance will suffer ifa poor choice is made.
For example, if the criterion is set too
high to be achieved very often, persons
may become discouraged and quit. Or if
it is set too low and can be achieved very
easily, persons will be working less than
they might for the reinforcer.

Competition may also be widely used
because the reinforcer amount needed for
a given contest can be fixed in advance.
In some circumstances, this may be an
important advantage. For example,
teachers may wish to limit the number
of "A"s they give each term; employers
may need to limit the number of pro-
motions given. With cooperation, by
contrast, total amount of the reinforcer
dispensed varies, depending on how high
the reinforcement criterion has been set
and how well the people perform.

It is also possible that competitive con-
ditions examined to date, and those upon
which conclusions have been based, have
been less productive than those used in
applied settings. Competition has been
subjected to very few experimental anal-
yses of conditions that determine its ef-
fectiveness, whereas cooperation has been
investigated in various research pro-
grams exploring a range ofvariables (e.g.,
Hake & Olvera, 1978; Lindsley, 1966;
Marwell & Schmitt, 1975; Molm, 1981).
The exceptions are studies by Cohen
(1962) and Lindsley (1966) investigating
the effects of prior social relations on
competition. Neglected in particular have
been variables that affect reinforcement
conditions among competitors. Compe-
tition differs from cooperation or an in-
dividual contingency in an important re-

spect. A change in the contingency (e.g.,
a change in the size ofthe reinforcer) can-
not have an identical effect on the like-
lihood that each competitor's responses
will be reinforced. Competition by defi-
nition requires unequal reinforcers. For
example, consider two salespeople com-
peting for a bonus that is doubled from
the first to the second contest. Perfor-
mances of the two may increase equally,
but only the higher overall performance
will be reinforced.

Thus, changes in the allotment of the
reinforcers will have differential effects
on the performances ofcompetitors. Over
a series of contests, the result will typi-
cally be a complex, intermittent schedule
of reinforcement that is unique for each
competitor (unlike cooperation or an in-
dividual contingency where all partici-
pants may experience the same reinforce-
ment schedules). Contest conditions
favorable to the performances of some
competitors, then, are necessarily less fa-
vorable to the performances of others.
But the effects are not necessarily sym-
metrical -gains in performance for some
competitors may not be balanced by per-
formance decrements for others, so the
prediction ofeffects for the group is likely
to be problematic.
The purpose of the present paper is to

analyze how competitive contingencies
affect performance by providing a be-
havioral interpretation of some factors
that are likely to affect reinforcement, and
hence performance. The factors to be dis-
cussed are (a) performance differences,
(b) the basis of reinforcement, (c) rein-
forcer distribution, and (d) stimuli indi-
cating the peformances of other compet-
itors. In a few instances, previous research
suggests likely effects, but most of the
predictions are drawn on the basis of be-
havioral principles. This analysis will
provide a clearer understanding of the
range of options available when compet-
itive contingencies are introduced, and
ofhow the choice of options might affect
overall performance. Generalizations re-
garding performance under competition
are premature until the effects of these
variables, inherent in any competitive
situation, are better understood.
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PERFORMANCE VARIATION
WITHIN AND BETWEEN

COMPETITORS

Current competitive contingencies,
which have yet to be experienced, cannot
affect initial performances. These perfor-
mances should be a function of past task
and competition history, as well as cur-
rent instructions. If the competition his-
tory is extensive, aspects of the current
situation (e.g., contingencies, reinforcers,
responses, and competitors) may func-
tion as discriminative stimuli ifthey have
been associated with differential rein-
forcement in previous settings.
The only previous research on this is-

sue has shown that performance is facil-
itated by instructions describing the
competitive contingencies. Buskist, Bar-
ry, Morgan, and Rossi (1984) found that
instructed subjects responded more
quickly in the early stages of their ex-
periment than did those who were un-
instructed. Church (1962) and Church,
Millward, and Miller (1963) found that
performance increases following instruc-
tions were too rapid to be explained by
differential reinforcement alone.
With a series of competitive contests,

the schedule ofreinforcement in the cur-
rent situation should eventually come to
control performance. For a given com-
petitor, two types of performance vari-
ation should affect this schedule. One is
the variation between competitors in
mean performance caused by differences
in skill or training. The other is variation
within each competitor's performance
across contests. Sources of within-com-
petitor variation could include changes
in health, fatigue, or circumstances be-
yond the competitors' control that could
hinder or facilitate performance (e.g., sales
are affected by number of customers
available; athletic performances are af-
fected by weather). Or the likelihood of
competitive behavior could change be-
cause ofchanges in the availability ofthe
reinforcer elsewhere, as predicted by the
matching relation between relative re-
sponse rate and the relative frequency and
magnitude ofreinforcement (Herrnstein,
1970). For example, the effect of a given

amount ofmoney in maintaining a com-
petitive response may depend on the to-
tal amount available to the person else-
where. For within-competitor variation
to increase, a given performance-facili-
tating or hindering factor must have an
unequal effect across competitors.

Consider the effects of within- and be-
tween-competitor performance variation
on the likelihood that a given increase in
a competitive performance will be dif-
ferentially reinforced. Reinforcement
should be most likely when both within-
and between-competitor variation are
small. The likelihood of differential re-
inforcement should decline as either type
of variation increases. When within-
competitor variation increases, reinforc-
ers among competitors should be distrib-
uted more evenly. For example, a sales
contest may be won by an average sales-
person ifthe more skilled competitors are
ill. Poorer competitors may thus be more
likely to continue to participate in the
contests. When between-competitor
variation is great and performance has
little variability, reinforcers will go only
to the superior competitor (cf. Slavin,
1977). Inferior competitors should even-
tually cease responding, and may with-
draw from the situation. Schmitt (1976)
observed this outcome in a study that
allowed choice between cooperation and
competition. The inferior competitor in
three-person groups tended to quit the
experiment. Matthews (1979) also found
that as reinforcer inequities boetween two
subjects increased, the disadvantaged
partner tended to withdraw to an alter-
native response. In addition, the perfor-
mance of superior competitors should
decline because poorer, less effortful per-
formances will continue to be reinforced.
A risk in highly competitive situations

is that competitors will collude with re-
gard to how they will perform. For ex-
ample, competitors may arrange their
performances so that each wins a pre-
determined proportion ofthe time (shar-
ing the reinforcers), or they may split their
earnings later. An occasional problem in
American industries with oligopolies has
been market sharing agreements. This
behavior circumvents the intended ef-
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fects of competition and usually reduces
group performance significantly. Hake
and his associates investigated sharing
between two competitors and found that
it was more likely the larger the number
ofresponses required in each contest, and
the more similar each subject's compet-
itive earnings (Hake, Olvera, & Bell,
1975; Olvera & Hake, 1976).

BASIS FOR REINFORCEMENT
On what criteria are reinforcers to be

awarded differentially? In order to have
competition, two elements need to be
specified. The first necessary element is
a basis for ranking the competitors to as-
certain whose performances will be rein-
forced. These performances can be ranked
in two ways. The first is to rank them on
the quality or quantity ofsome response;
the second is to rank them on the time
or number of attempts required to reach
some response criterion. The second nec-
essary element for competition is having
a basis for ending the competitive con-
test. Contests can be concluded in two
ways. Which one is used depends on
which of the two ranking options is cho-
sen.

If ranking is based on the quality or
quantity ofsome response, then the con-
test end must be specified in terms of
time or number of attempts allowed to
make the response. Everyday examples
ofcompetition based on responses ranked
after fixed periods include monthly sales
contests where the salesperson with the
highest sales receives a bonus, academic
assignments such as term papers that are
ranked in quality after a specified due
date, and sports such as basketball or
football where the number of points
scored at the end ofthe game determines
the winner.

If ranking is based on time or number
of attempts required to reach a response
criterion, then the contest end is deter-
mined by the particular criterion value
that is chosen. Everyday examples of
competition based on time taken (or at-
tempts needed) to reach a fixed response
criterion include employees competing
for promotions or bonuses based on the

time taken to complete assignments and
races where competitors are ranked on
time taken to travel a certain distance.
These two types ofcompetition-based

on responses ranked after fixed periods
or the time taken to reach a fixed re-
sponse criterion-describe competitive
contests in which the criterion defining
the end of the contest is known to the
competitors. In some instances, how-
ever, the criterion defining the contest
end is not known and varies across con-
tests. With the contest-end variable, two
other competitive variations can be de-
scribed. Examples of competition based
on responses ranked after variable pe-
riods include employees who are evalu-
ated unexpectedly for promotion, or stu-
dents who are graded on a curve on a pop
quiz. An example of competition based
on time taken (or attempts needed) to
reach a variable response criterion might
be the efforts by salespeople competing
to sell a given product to a number of
clients. Each client would finally pur-
chase from only one salesperson, and the
effort required to make the sale would be
different for each client.
From the standpoint of each compet-

itor, these combinations are examples of
conjunctive schedules of reinforce-
ment -two contingencies must be met for
reinforcement to occur (Ferster & Skin-
ner, 1957, p. 725). One contingency spec-
ifies the length ofthe competitive contest;
the other specifies the ranking for rein-
forcement. Various conjunctive sched-
ules have been studied (e.g., Duvinsky &
Poppen, 1982; Zeiler& Buchman, 1979),
but the four created under competition
are not among them. Thus, few grounds
exist for predicting how these bases of
reinforcement might differ in their effects
on competitive performance. One effect
of basing contest length on response cri-
teria instead of on time or number of
competitive attempts is that competitive
rate controls the rate of reinforcement.
This may lead to higher competitive re-
sponse rates in that response rates on ra-
tio reinforcement schedules are higher
than those on interval schedules (e.g.,
Ferster & Skinner, 1957, pp. 399-405).
When a particular reinforcer amount
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is available for competition, the option
of awarding it in a single contest or di-
viding it among several contests may ex-
ist. With the latter, variations in fre-
quency and amount are possible. For
example, $100 might be awarded in two
contests of$50 each, five contests of $20
each, etc. Church (1968) suggests that in-
creasing the length of the contest serves
to increase the effects ofthe relative skills
of the competitors. Because the perfor-
mances ofthe less skilled competitors are
reinforced less frequently, they should
extinguish more rapidly. Church (1962)
compared performance in contests of
various lengths and obtained results con-
sistent with this prediction. In the short-
est contest, the responses of fewer than
10% of the subjects with the lower initial
response rate extinguished; in the longest
contest, extinction occurred in every case.
But because Church did not make the
reinforcer amounts proportionally higher
in the longer contests, the effect may not
have been caused by contest length alone.
When reinforcement is less frequent

but reinforcer amounts are proportion-
ally higher, some evidence suggests that
a different outcome may result. Schmitt
(1976) investigated the effects of group
size on competition using contests where
only a single competitor received a rein-
forcer, and the average reinforcer
amounts for each person remained con-
stant across different sized groups. The
effect of increasing the size of the group
under this condition is to decrease the
likelihood of reinforcement for each
competitor, but to increase the size of
each reinforcer. For example, assume that
each person averages $10 per contest.
Each competitive reinforcer will be worth
$20 in a two-person contest and $30 in
a three-person contest. Schmitt found that
reinforcer size affected the attractiveness
of competition vis-a-vis cooperation
when two- and three-person groups were
compared. The larger, less frequent rein-
forcer produced more competition than
the smaller, more frequent one. The same
principle seems to apply to recent state
lottery games, where contests with large,
multimillion dollar payoffs and very low
probabilities of winning have become

more popular than contests with smaller
but more frequent and immediate pay-
offs.

REINFORCER DISTRIBUTION
Competition requires that reinforcers

be distributed unequally in each contest,
but does not specify the particular form
ofinequality. Reinforcer distributions can
have two properties. One is range, which
is the proportion of competitors receiv-
ing reinforcers in each contest. At one
extreme, only one competitor receives a
reinforcer; at the other, all competitors
do, but in varying amounts. The latter is
tantamount to giving a reinforcer to each
competitor that is noncontingent on per-
formance-specifically, that amount re-
ceived by the lowest performer-and,
thus, seems to be a departure from a
purely competitive contingency. One ef-
fect of this distribution should be the
greater likelihood of maintaining some
responding among all competitors.
When more than one competitor's re-

sponse is reinforced, variation can occur
in a second property, reinforcer differ-
ential, which is the difference between the
highest and lowest reinforcer amounts in
each contest. The wider the range (i.e.,
the more widely shared the reinforcer),
the smaller the maximum differential can
be. What range or reinforcer differentials
produce the highest competitive perfor-
mances? Ample evidence suggests that
reinforcer size affects responding (e.g.,
Osborne, 1978), but there have been no
parametric studies of human behavior
that show the shape of the relation. Psy-
chophysical studies suggest that moti-
vation may be a power function of size
(i.e., negatively accelerating) when the
reinforcer is money (Breault, 1981). An
understanding ofthe shape ofthe relation
is needed in order to establish a distri-
bution of reinforcer differences that will
maximize competitors' responding.

INFORMATION ABOUT
COMPETITORS'
PERFORMANCES

Very often, a competitive contest in-
cludes a number ofresponses undertaken
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over a period oftime (e.g., sales contests,
course grades, or promotions). Here
competitors can be provided with stimuli
indicating their relative performance
during the contest. This could take the
form ofa performance rank or any other
information that permits performance
comparisons (e.g., grades or evaluations).
Evidence indicates that when persons are
working on separate, noncompetitive
tasks, performance is facilitated by stim-
uli indicating that others' performances
are slightly superior to one's own (Seta,
1982). In such situations, however, the
performance stimuli are not related to the
likelihood of reinforcement. This is not
the case when subjects compete. In com-
petition, the stimuli are associated with
differential reinforcement, and thus
should come to function as discrimina-
tive stimuli in controlling behavior. But,
because reinforcement depends on the
others' behavior as well as one's own,
performance stimuli will usually not pre-
dict the relation between behavior and
reinforcement perfectly. Hence, their
control ofbehavior should often be weak.
Under what conditions might perfor-

mance stimuli serve to increase or de-
crease a competitor's responding? Con-
sider a situation with two competitors.
The likelihood that an increase in a com-
petitor's performance will be reinforced
should be greater the more equal the two
performances. A performance increase
will be less likely to improve the chance
of winning if a person is far ahead or far
behind. Therefore, small differences
should be more likely to serve as dis-
criminative stimuli in increasing perfor-
mance.
Whether an increase will occur should

also depend on when the performance
stimuli are provided during the contest.
There are several reasons why stimuli re-
vealing equal performances late in a con-
test should be more effective than stimuli
provided early. First, a rate increase will
have to be sustained for a shorter time
in order to make reinforcement more
probable. Second, other competitors have
less time to respond with performance
increases oftheir own. Third, late stimuli
should be more reliable indicators of

performance differences because they are
based on larger samples of behavior.
Fourth, late stimuli should have greater
strength because of the shorter delay in
reinforcement following the responses.
A decrease in performance by a com-

petitor should be likely when it does not
reduce the probability of reinforcement.
The larger the performance difference be-
tween competitors, the less should be the
likelihood that any change in perfor-
mance will affect reinforcement. Hence,
large differences should be more likely to
serve as discriminative stimuli in reduc-
ing performance. Again, the effect should
be greater the later the stimulus is pro-
vided in the contest.
With regard to application, these spec-

ulations suggest that peformance infor-
mation should be provided frequently
during contests ifcompetitors are known
to be similar in initial performances. For
example, salespersons should be given
frequent comparative sales information;
competitors for a promotion should be
given frequent evaluations showing rel-
ative performance. If performance dif-
ferences are not known initially, perfor-
mances early in the contest might be
assessed for similarity. If the differences
are not great, performance information
could then be provided later in the con-
test, at a time when it should be partic-
ularly effective.

Ifperformance stimuli serve a discrim-
inative function, other aspects of their
relation to competition could affect per-
formance. One is schedule ofavailability.
For example, the stimuli may be present
continuously, intermittently, or at fixed
or variable intervals. Another is whether
or not competitors control the availabil-
ity ofthe stimuli. Where competitors have
the opportunity to make a response that
provides them, the response is termed an
audit (Hake & Olvera, 1978). The effects
of these conditions on group perfor-
mance have not been investigated.

CONCLUSION
Whenever competitive contingencies

are implemented, some basis for rein-
forcement, some reinforcer distribution,
and some condition regarding perfor-
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mance information must be arranged.
How much attention should be paid to
variations in these elements in maximiz-
ing the performance of a group of com-
petitors? The preceding analysis, center-
ing on the effects of differential
reinforcement and discriminative stim-
uli on performance, suggests that the
choice has important consequences. Re-
sponse rates of a group of competitors
should be highest when contest length is
based on response criteria instead oftime,
when contests extend for long periods
with large reinforcers, and when a high
proportion ofcompetitors receive at least
some of the reinforcer. Providing infor-
mation to the competitors regarding rel-
ative performance, particularly if it is
provided late in a contest, should in-
crease performance when performance
differences are small. No predictions were
made regarding the effects of different
reinforcer distributions among compet-
itors or the presence or absence of per-
formance information when perfor-
mance differences are unknown.

This analysis has centered on compe-
tition in its simplest forms -a single con-
test or a series of contests, but has not
considered competitive contingencies
that are more complex. As one example,
long contests occasionally incorporate a
series of shorter ones. In some cases the
results from the series are used to deter-
mine the overall winner, as in the cham-
pionship series in professional baseball
and basketball. In other cases the results
do not contribute directly to the longer
contest. For example, sales contests often
occur independently of a larger contest
for promotion based on sales. In bicycle
racing riders often compete for prizes on
selected laps as well as for the prize for
victory. In all cases, though, the shorter
contests necessarily provide performance
stimuli that may bear on the longer con-
test, and they may be accompanied by a
reduced reinforcer in the longer contest.
The various factors that could affect

collective performance under competi-
tion thus comprise a lengthy research
agenda. Their investigation will carry
theoretical and applied significance for
this major form of interdependence.
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